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I. INTRODUCTION

When we observe strategic behavior that differs from theoretical equilibrium predic-
tions, the natural next step is to understand why those deviations occurred and to con-
struct models of bounded rationality that explain them. For example, popular theo-
ries have been built on the idea that players have incorrect beliefs (Nagel, 1995; Stahl
and Wilson, 1994, 1995; Camerer et al., 2004), imperfectly best respond (McKelvey and
Palfrey, 1995), have social preferences (Fehr and Schmidt, 1999; Bolton and Ockenfels,
2000), or fail to engage in contingent thinking (Eyster and Rabin, 2005). Though of-
ten bolstered by choice-process data, most of these models were initially developed from
strategy choice data alone, without direct observation of the underlying causes for equi-
librium to fail. This begs the question of whether there can be a more theoretically-
disciplined way to identify the causes of these deviations.

Epistemic game theory provides a framework well-suited for exactly this purpose.
Theorems in this literature identify which properties of beliefs, utilities, and rational-
ity are sufficient for a given solution concept such as Nash equilibrium to occur. The
contrapositive of such a theorem thus tells us, if the solution concept does fail, which
properties of beliefs, utilities, and rationality could be to blame. For example, Aumann
and Brandenburger (1995) prove that if Nash equilibrium fails in a two player game
then it must be that players have incorrect beliefs over strategies, do not believe in the
rationality of their opponent, or do not believe that their opponents have correct beliefs.1

To apply this framework, however, requires that we measure utilities, beliefs, and
rationality directly. That is exactly the aim of this paper, and why we refer to our exper-
iments as “epistemic experiments.” We run several experiments in which subjects play a
variety of classic games and, in each, we elicit the players’ utilities over outcomes, belief
over their opponent’s utilities, first- and second-order belief over actions, and first-order
belief in rationality. This procedure allows us to see the true game being played (includ-
ing the players’ actual utilities, not just their payoffs), and whether it is a truly a game
of complete information. It also allows us to determine whether beliefs and actions are
in equilibrium. And, most importantly, it gives us direct insight into why equilibrium
fails when it does.

The amount of elicitation employed here is admittedly extreme, relative to past stud-
ies. We have therefore taken steps to ensure that the data are as reliable as possi-
ble. We incentivize each elicitation using the binary choice list procedure that underlies
the Becker et al. (1964) value elicitation mechanism, the belief elicitation procedure of
Grether (1981) and Karni (2009) which has been validated by Holt and Smith (2016),
and the risk preference elicitation of Holt and Laury (2002). These procedures are all

1See (Dekel and Siniscalchi, 2015, Theorem 5) for an updated and precise statement of this theorem.
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incentive compatible under relatively weak assumptions (Azrieli et al., 2018), and sub-
jects are explicitly told that truth-telling is in their best interest. Finally, we run addi-
tional experiments without elicitation to check whether the presence of elicitation alters
strategic behavior. In seven of the eight games we study we find that it does not. Thus
we feel reasonably confident that our elicitation methods offer some potential value in
understanding the reasoning behind strategic choice.

Our first finding is that some players do have non-selfish preferences, and in certain
games those non-selfish preferences drastically alter the game being played even for
those with selfish preferences. For example, in a centipede game with sharply increasing
dollar payoffs, if we ask a subject whether they prefer to “Take” at the current node
or have their opponent “Take” at the next node (which reduces their own payoff but
significantly improves their opponent’s), a sizeable fraction actually prefer the latter
outcome. These altruistic players thus have a dominant strategy to “Pass”. But then a
selfish player who knows these altruists exist might be willing to Pass at early nodes
because they know it is reasonably likely Pass back.2 Thus, Passing is quite rational
even for selfish players, and certainly not due to a failure of backward induction. If we
flatten the payoff structure, however, the relative benefit to the opponent shrinks when
they Take. This reduces the altruistic motivation, and indeed we find fewer altruistic
types in this setting. Selfish types seem to know this and, as a result, Take immediately.
In these games the standard backwards induction result obtains.

In the prisoners’ dilemma, roughly one third of subjects exhibit non-selfish prefer-
ences, and one fifth believe their opponent is most likely to have non-selfish preferences.
Thus, like the centipede game, it is a Bayesian game with multiple preference types.
Once we take preferences and beliefs into account, we find that about half of those who
cooperate are doing so rationally.3 But we also find that a sizeable fraction of subjects
behave in a way that is inconsistent with rationality, according to their elicited beliefs
and utilities. Specifically, many subjects report utilities such that Defect is a dominant
strategy, and yet they still choose to Cooperate. For these subjects their preference over
strategies is nonconsequential; it is not driven solely by the outcomes it generates. In-
stead, they have a direct preference for the act of Cooperating, regardless of its material
consequences.

We see other forms of irrationality in 2×2 games where almost all players have purely
selfish preferences. In a dominance solvable game we see many subjects whose beliefs

2Selfish players in this game may not be universally selfish. They are identified as selfish (or, more
properly, as consistent with selfishness) because their social preferences are not strong enough to change
their best response function to be different from that of a truly selfish person.
3Following the epistemic game theory literature, “rationality” in this study is defined as maximizing
subjective expected utility as measured through elicitation.
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indicate that they’re quite certain their opponent will follow their dominant strategy,
yet they choose not to best respond to that belief. We conjecture that they do so because
best responding involves the possibility of a low outcomes, and an irrational form of loss
aversion may cause them to deviate from that best response. Similarly, in an asymmet-
ric coordination game we see that players often stubbornly target their more-preferred
Nash equilibrium outcome, even though they are nearly certain the opponent will tar-
get the other equilibrium. This stubbornness is similarly irrational, given their reported
preferences and beliefs.

Our definition of rationality is necessarily quite narrow, assuming two parts: First,
that subjects care only about payments to themselves and their opponent, but not about
the strategies that led to those payments. We refer to this as consequentialism, and
discuss in Section VIII why our methodology forces us to make this assumption. Second,
it assumes expected utility preferences. Thus, we refer to rationality more properly as
consequentialist expected utility (C-EU) rationality. The examples of irrationality we
observe can therefore be due to failures of consequentialism (for example, preferring to
cooperate not because of the outcomes it generates, but because cooperation is perceived
as an ethical strategy) or failures of expected utility (for example, ambiguity aversion in
the face of strategic uncertainty). In each game we conjecture what we believe to be the
cause of the failure, and note that the cause in one game appears quite different from
the cause in the next. Thus, we suggest that departures from C-EU-rationality may
be highly game-specific. Indeed, we find zero correlation in C-EU-irrational behavior
across games, indicating that the various phenomena we observe are not tightly linked.

Finally, we see that failures of C-EU-rationality are significantly reduced when the
2×2 games are converted to sequential-move games. For example, in the asymmetric
coordination game in which each player prefers a different equilibrium, we see play-
ers in the simultaneous-move version stubbornly play their own preferred equilibrium
strategy, but when the game becomes sequential the second mover almost always (ra-
tionally) follows whichever equilibrium the first mover targets. We see this conclusion
across all games: the incidence of C-EU-irrationality is greatly reduced when strategic
uncertainty is removed.

We discuss related literature in Section II. The analytical framework in which we
operate—which motivates our choice of what to elicit and also describes how those things
are elicited—appears in Section III. We present our results for the centipede game forms
in Section V and the prisoners’ dilemma game form in Section VI. We then describe
results from two other game forms (a dominance solvable game form and an asymmetric
coordination game) in Section VII. We conclude in Section IX with a synthesis of our
results and directions for future work.
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II. RELATED LITERATURE

Weibull (2004) notes that game theory cannot be tested without information about pref-
erences, and is careful to distinguish between games (where payoffs are in utils) and
game forms (where payoffs are in dollars).4 We therefore view our utility elicitation as
a potential away around Weibull’s criticism, allowing us to observe actual utilities and
test game theoretic concepts directly.5

To our knowledge, the only other study in which players’ preferences over game out-
comes are elicited is Brunner et al. (2016). They elicit each subject’s ordinal ranking
over outcomes and then reveal these rankings to their opponent before playing a game.
They find that Nash equilibrium play increases significantly—compared to a baseline in
which the ordinal rankings are not revealed—though the minmax and maxmax solution
concepts are more predictive than Nash even when preferences are revealed.6 Although
focusing on ordinal preferences simplifies the elicitation procedure, it necessarily lim-
its their analysis to pure best responses. We instead elicit cardinal utility and, as a
consequence, can always identify whether or not observed play is rational.

Fischbacher et al. (2001) and Fischbacher and Gachter (2010) elicit players’ best re-
sponse functions in public goods settings and use this to show that the presence of non-
selfish players (in particular, imperfect conditional cooperators) drives both contribu-
tions to the public good and the decline in contributions over time. Fischbacher and
Gachter (2010) also elicit the mode of players’ beliefs about the contributions of others,
and find that the elicited best response to that modal belief does not perfectly predict
play.

There are complementary approaches for studying beliefs and rationality using clever
experimental designs rather than direct elicitation. For example, Kneeland (2015) de-
velops a novel “ring game” in which one player has a dominant strategy, the next a best
response, the next a best response to that, and so on. She finds that 93% of subjects
are rational (they follow their dominant strategy), 71% are rational and believe in ra-
tionality, and that these percentages decline significantly for higher orders of belief in
rationality. Friedenberg and Kneeland (2023) extend the ring game structure to identify
players who have a limited ability to reason about opponents versus those who are able
to reason iteratively but have a limited belief in rationality. Calford and Chakraborty

4What we call a game form he calls a “game protocol”. We prefer “game form” because it is consistent with
the mechanism design literature.
5Weibull (2004) also discusses how players’ preferences might depend on their opponents’ preferences
(building on Levine, 1998), and players may update their preferences mid-game as they infer their op-
ponent’s preferences from their actions. We do not test for this possibility because we elicit utilities only
once for each game.
6Revealing the elicited data to the opponent creates an incentive for subjects to misrepresent their pref-
erences, but Brunner et al. (2016) find no evidence of such manipulations in their data.
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(2022) study a sequential social dilemma and use successively “pruned” versions of the
game to explore the effects of higher order beliefs. They find that deviations from sub-
game perfection are often due to inconsistencies between a player’s belief about an op-
ponent and what they believe others believe about that opponent. Since we study only
two-player games, this possibility is absent by construction.

Our first game of interest is the centipede game, which was introduced by Rosenthal
(1981), named by Binmore (1987), and first studied in the lab by McKelvey and Palfrey
(1992). Our focus is on how changing the payoffs can change the preference types of the
players, and how that results in drastic changes in strategic behavior among “selfish”
players. Several other studies vary the payoffs in centipede games and see similar ef-
fects on strategies, though without the elicitation data used in this study. For example,
Fey et al. (1996), Kawagoe and Takizawa (2012), Pulford et al. (2017), and Bornstein
et al. (2004) consider constant-sum versions of the centipede game, which eliminate ef-
ficiency considerations and also feature increasing inequality across terminal nodes. All
of these studies find that subjects take earlier in the constant-sum game form.

To try to eliminate any scope for altruism we design a centipede game form in which
the player who chooses take wins (essentially) the entire pie, and that pie grows linearly
across a player’s decision nodes. The vast majority of games end with the first player
taking at the first node. Mcintosh et al. (2009) and Krockow et al. (2015) also study
“winner-take-all” variants of the centipede game and find that players choose take at
earlier nodes, though the differences are not as large as in our experiment.7

García-Pola et al. (2020) also vary payments in centipede game forms and find cor-
relations between payments and behavior that are similar to our results. They do not
elicit subjects’ preferences; instead, they estimate a mixture model containing a wide
range of proposed behavioral types, some of which are based on social preferences. The
preference-based theories they consider do not explain much of the data; instead, non-
equilibrium theories (with selfish preferences) such as quantal response equilibrium and
level-k behavior fit better their data.

The patterns of behavior we find having striking similarities with the “gang of four”
explanation, pioneered by Kreps et al. (1982) and applied to the centipede game form
by McKelvey and Palfrey (1992). According to that theory, selfish players choose to
pass in order to convince their opponent that they are actually altruistic, incentivizing
the opponent to choose pass as well. This theory has been refuted by Kagel and McGee
(2016) and Cox et al. (2015) in the related setting of finitely-repeated prisoners’ dilemma
games. Our elicitation data in centipede games points to a simpler explanation for early

7Cox and James (2012) study a winner-take-all centipede game form with private values and time pres-
sure, meant to emulate features of a clock auction. They find unraveling in the clock format.
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cooperation in these games: selfish types believe there are a significant fraction of altru-
ist types in game forms with significant payoff growth through the tree, and therefore
choose pass not to trick their opponent, but to take advantage of their altruistic prefer-
ences.

There are many other studies of the classic games we study such as the prisoners
dilemma, coordination games, and dominance solvable games. For one excellent review
(among many), see Camerer (2003).

III. ANALYTICAL FRAMEWORK

We describe first the framework for two-player simultaneous-move games and game
forms. The two players are indexed by i ∈ I = {1,2} and we use the notation −i to refer
to i’s opponent. There is a set of physical outcomes X that can be paid to the subjects.
These are typically dollar payments to each player, so let X = X1 × X2, where X i is the
set of possible payments to player i. For example, x = ($5,$10) is the outcome in which
player 1 receives $5 and player 2 receives $10. The experimenter chooses a game form,
which is a tuple Γ= (I, (Si)i,π), where each Si (for i ∈ I) is the set of strategies available
to player i and π : S1×S2 → X is the outcome function that specifies a physical outcome
for each strategy profile s ∈ S = S1 ×S2. Let πi denote the projection of π onto X i.

The game form is fixed by the experimenter and publicly observable. The players’
preferences, strategies, and beliefs, on the other hand, are all private information. We
refer to these as the state of player i. Players form beliefs about the states of their
opponent, and the experimenter can use incentive compatible elicitation techniques to
elicit the state (or components of the state) from each player.

Formally, a state of player i is a tuple ωi = (ui, si, p⃗i). The first component is player i’s
cardinal utility function ui : X →R, defined only over physical outcomes. This is elicited
via probability equivalents. Specifically, for any x, the value of ui(x) can be elicited by
selecting “good” and “bad” outcomes x and x such that ui(x) > ui(x) > ui(x) and then
finding the probability q∗ such that player i is indifferent between x and the lottery
(q∗, x;1−q∗, x), which pays x with probability q∗ and x with probability 1−q∗. Assuming
expected utility and normalizing ui(x) = 1 and ui(x) = 0, indifference at q∗ means that
ui(x)= q∗ ·1+ (1−q∗) ·0= q∗. Thus, the indifference probability q∗ exactly identifies the
cardinal utility. In the lab we elicit ui(x) for each x in the range of π (meaning, for each
possible outcome of the game form).8

8To ensure ui(x)> ui(x)> ui(x), we choose x and x such that xi > xi > xi for each i for every x in the range
of π. If in fact ui(x)< ui(x) or ui(x)> ui(x) (perhaps because of inequality aversion) then we would observe
q∗ = 1 or q∗ = 0, respectively. This occurs rarely in our data.
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Recall that X = X1 × X2, so player i’s utility ui(x1, x2) can depend on both players’
payoffs. When X i ⊆ R, player i is said to be consistent with selfishness in Γ (or, simply,
selfish in Γ) if x′i > xi implies ui(x′)> ui(x) for all x′, x in the range of π. It is possible for
someone to be consistent with selfishness in some games, but not others. For example,
someone may be non-selfish in a public goods game where the cost of contributing is low,
but consistent with selfishness when the cost of contributing is high. In other words,
“selfishness” a statement about a player’s preferences only in a given context, and is not
an indictment of their behavior globally. Our preference elicitation exercise will allow us
to measure those games in which people tend to exhibit selfishness and those in which
they do not.

The second component of player i’s state is their pure strategy choice si. Players in
this framework do not choose mixed strategies. Instead, “mixing” happens in players’
uncertainty about their opponents’ pure strategy choices. For example, in matching
pennies Ann might believe there is a 50% chance Bob is in a state where he plays Heads,
and 50% he’s in a state where he plays Tails. This is the perspective of Aumann (1987),
who views mixed strategy Nash equilibrium as a property of players’ beliefs about each
other, rather than their actual play of the game.9

The last component of a state identifies these beliefs over strategies, as well as beliefs
over utilities, beliefs over beliefs, and so on. Let p1

i (u−i, s−i) be player i’s first-order
belief about u−i and s−i. This belief allows for correlation between u−i and s−i, which
is important since player types with different utilities would rationally choose different
strategies. Player i also forms beliefs about their opponent’s first order belief p1

−i, so
let p2

i (p1
−i,u−i, s−i) be i’s second-order belief.10 An entire infinite hierarchy of beliefs

p⃗i = (p1
i , p2

i , p3
i , . . .) can thus be constructed.

For simplicity we only elicit players’ marginal beliefs. This helps simplify an already-
complicated design, but at the cost of potentially limiting how much we can learn about
players’ belief in rationality in game forms where they believe their opponent might
have more than one utility function. Let p1s

i (s−i), p1u
i (u−i), and p2p

i (p1
−i) denote the

respective marginal distributions over s−i, u−i, and p1
−i.

9There is no loss of generality, however, if players explicitly mix. In that case, define the states of the
player conditional on the realization of their mixed strategy. For example, if a player flips a coin to pick
their strategy then one state would identify the player’s preferences, strategy, and beliefs when the coin
lands Heads, and another would identify their preferences, strategy, and beliefs when the coin lands Tails.
Opponents’ beliefs would presumably view these two states as equally likely.
10It is necessary that p2

i also include beliefs over u−i and s−i—despite the redundancy with p1
i —to cap-

ture any believed correlation between s−i and p1
−i. This correlation is natural: player types with different

beliefs would rationally choose different strategies. Normally we would assume coherency—meaning the
marginal of each pk

i over u−i and s−i agrees with that of pk−1
i —and common knowledge of coherency, but

we do not elicit enough data to test this assumption. See Dekel and Siniscalchi (2015, pp.625–626) for
details.
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To elicit p1s
i (s−i) we simply find the probability q∗ such that i is indifferent between

an act which pays outcome x if −i plays s−i (and x otherwise) and a lottery that pays x
with probability q∗ (and x otherwise). Because p1u

i and p2p
i have much larger domains,

we elicit only the mode of these distributions by having the player announce their best
guess of the elicited values of u−i and p1s

−i, respectively, and paying them x if their guess
is correct.11

Given the data we have available, our notion of rationality must subsume two stronger
concepts: consequentialism and expected utility. Consequentialism is the idea that play-
ers care about the payoffs they both receive, but not the strategy choices that led to
those payoffs. And expected utility (EU) describes a player whose strategy choice is
a best response to their first-order beliefs, given utility ui. Formally, if BRi(p1s

i |ui) =
argmaxsi∈Si

∑
s−i p1s

i (s−i)ui(π(si, s−i)) is i’s EU best response correspondence given their
elicited ui, then player i is said to be consequentialist expected utility rational (or, C-EU-
rational) at state ωi = (ui, si, p⃗i) if si ∈ BRi(p1s

i |ui). Otherwise, they are C-EU-irrational
at ωi.

To understand the necessity of studying C-EU-rationality, consider instead if we ap-
plied the weaker notion of rationality, with neither consequentialism nor expected util-
ity added. To define the concept formally, first note that choice objects are strategies
si ∈ Si, which can be thought of as Savage-style acts since each si maps an unknown
state ω−i = (u−i, s−i, p⃗−i) into a consequence π(si, s−i). If we assume the player has a
complete and transitive preference over the (finite) strategy space then it can be repre-
sented by a utility function Ui : Si →R. Player i is rational at ωi if Ui(si)≥Ui(s′i) for all
s′i ∈ Si.12 C-EU-rationality requires that, in addition, Ui(si)=∑

s−i p1s
i (s−i)ui(π(si, s−i)).

While it would be ideal to study rationality instead of C-EU-rationality, we claim that
Ui cannot be elicited in an incentive compatible way without deception. For example,
if we elicited player i’s value (in terms of either dollars or probabilities) for playing si

in game g, and if that elicitation is incentivized, then with some chance player i must
be forced to play si in game g so that its outcome can be paid to the subject. But if
the opponent knows this then their beliefs about si being played will clearly be altered,
as will i’s second-order beliefs, and so on.13 Preferences over outcomes, however, can
be elicited since the payments do not depend on any decisions made by the other player.

11We also elicit their belief at the mode by finding the probability q∗ that makes the subject indifferent
between an act that pays x if their guess is correct and a lottery that pays x with probability q∗. Note
that the expected payment of this procedure is maximized when their guess is the mode, so it remains
incentive compatible for them to guess the mode.
12In this more general framework Ui would be included as a component of ωi.
13Since Ui is ordinal one might consider testing rationality by testing Sen’s conditions α and β, for ex-
ample. But adding or deleting strategies from a game necessarily changes the game, so such consistency
should not be expected.
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Thus, we are restricted to eliciting ui(π(si, s−i)) instead of Ui(si), which then means that
we can only test rationality under the joint hypotheses of rationality, expected utility,
and consequentialism.

It is also possible to measure players’ belief about the C-EU-rationality of their oppo-
nent. Letting R−i be the set of states ω−i for which −i is C-EU-rational, we can elicit
player i’s belief that ω−i ∈ R−i. This is done by finding the probability q∗ at which
they are indifferent between an act that pays x if ω−i ∈ R−i (and x otherwise) and a
lottery that pays x with probability q∗ (and x otherwise). For payment, the realization
of whether or not ω−i ∈ R−i is taken from player −i’s elicitation data.14

At stateω= (ωi,ω−i), the (Bayesian) game induced by Γ is G(ω)= (I,S, (ui◦π)i∈I , (p⃗i)i∈I),
where ui(π(si, s−i)) is i’s utility over strategy profiles (rather than outcomes) at state
ωi = (ui, si, p⃗i).15 The experimenter selects the game form Γ, and Γ is common informa-
tion among all participants, but the experimenter cannot observe the actual game G(ω)
without eliciting players’ utilities and beliefs.

We also study the 6-node centipede game form, so we need to generalize our frame-
work to apply to extensive-form games. To do so, define histories of the form ht =
(a1,a2, . . . ,at−1), where t ≤ 6 is the index of the current decision node and, for each t′ < t,
at′ ∈ {T,P} is the action (either Take or Pass) chosen by the active player at decision node
t′. Strategies map histories into actions (T or P). Let {z1, . . . , z7} denote the 7 terminal
histories of the game, where z1 = (T), z2 = (P,T), z3 = (P,P,T), and so on. Assuming
consequentialism, player i’s utility of the game ending at zt is given by ui(π(zt)).16

In the centipede game beliefs form a conditional probability system (see Myerson,
1991), where pk

i (·|ht) denotes i’s kth order belief when the game play has reached history
ht. We can therefore elicit strategies (complete contingent plans), utilities, and beliefs at
every realized history, including at the initial history h1.17 First-order beliefs are now
over complete contingent plans, but in the centipede game these are easily elicited at
any history ht by asking the player the probability with which their opponent plans to

14This requires that we assume that i believes the elicitation procedures are incentive compatible for −i.
The experimental instructions therefore emphasize incentive compatibility multiple times.
15Specifically, this is the game induced under the assumption of consequentialism. However we do not
impose a common prior. A common prior would be a distribution p̂ over u and s such that each p1

i is the
posterior conditional on observing ui and si. Higher-order beliefs would then be defined as above. In that
framework each p⃗i would be completely determined by ui and si, but our data is rich enough to allow this
to be violated.
16This is slightly overloaded notation since π was originally defined on strategy profiles, not histories. As
is standard, we assume that if s and s′ both lead to terminal history zt then π(s) = π(s′); this outcome is
then denoted by π(zt) for simplicity.
17This allows that a subject’s strategy—and therefore their rationality—might change from one history
to the next. In the theoretical literature strategies are almost always assumed to be unchanging within a
game.
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choose Take at each remaining decision node. This belief is then compared to the actual
plan reported by the opponent to determine the player’s payment.

Many methodological issues arise when eliciting these variables. We defer discussion
of these issues—and the detailed description of our elicitation techniques—to Section
VIII, after the results.

IV. EXPERIMENTAL DESIGN

We report three experiments in which subjects play multiple game forms. In the first,
which we denote by CENT, subjects play a fixed six-node centipede game form four times
against different opponents and with feedback. We perform elicitation only in the last
two plays of the game, after subjects have had some opportunity to learn. We report
three different treatments, CENT-LO, CENT-HI, and CENT-ALL, that differ only in
their payoffs. Each subject participated in only one of the three treatments.

In the second experiment, denoted by SIM, subjects play five different simultaneous
2×2 game forms one time each, without feedback, and with elicitation performed in each
game.

In the third experiment, denoted SEQ, a new group of subjects play sequential-move
versions of SIM game forms. Specifically, the row player chooses an action in the first
stage and then the column player, upon observing the row player’s action, chooses an
action in the second stage. Again we perform elicitation in every game.

Our elicitation procedure is the same regardless of the game form, and regardless of
whether it is a simultaneous-move game form or a multistage game form. For each i, at
the initial history h1 we elicit

(1) ui(π(S)) (cardinal utilities for all outcomes in the game form),
(2) argmaxu−i p1u

i (u−i|h1) (the mode of i’s initial belief about −i’s utility), and
(3) maxu−i p1u

i (u−i|h1) (the density at the mode of that belief about u−i).

At every non-terminal history ht (including the initial history) we also elicit from all
players, regardless of whether they are active or not,

(4) si (i’s chosen strategy, expressed as a complete contingent plan),
(5) p1s

i (s−i|ht) (i’s belief distribution over s−i),
(6) argmaxp1s

−i
p2p

i (p1s
−i(·|ht)|ht) (the mode of i’s current belief about −i’s current belief

about si),
(7) maxp1s

−i
p2p

i (p1s
−i(·|ht)|ht) (the probability of that modal belief), and

(8) i’s current belief that −i is rational.18

18Recall that in single-stage games, the only non-terminal history is the initial history. According to the
framework, si and ui should not vary across histories. We measure si at each history to see if in fact it
is stable. We measure ui only at the initial history. In the centipede game form, if player i’s action at ht
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We describe in Section VIII how we elicit each of these objects in an incentive compat-
ible way.

Subjects in the CENT experiment (centipede game forms) interacted anonymously
via a custom-built computer interface. The game tree was visible during all elicitation
questions. For example, when eliciting cardinal utilities for outcomes, the subject filled
in their cardinal utility for each outcome directly below that outcome on the computer
screen. After entering utilities for all seven outcomes, the computer then showed a table
with the outcomes ranked from best to worst according to the reported utilities, and the
subject was asked to confirm that the ranking of outcomes was as they prefer.

We did not use the strategy method; subjects’ elicited strategies at each node (which
are complete contingent plans specifying at what node they plan on choosing Take, if
ever) determined whether the game proceeded to the next node or not. Subjects learned
whether their opponent chose Pass or Take after each node, but nothing else until the
experiment was finished. At the end of the experiment the subjects were given 16 binary
choices between gambles designed to estimate their risk and ambiguity attitudes (Holt
and Laury, 2002).

The treatments CENT-LO, CENT-HI, and CENT-ALL simply vary the payoffs in the
game form. Roughly, they differ in how much money is at risk (relative to how much
can be gained) by choosing Pass at a given node. This measures how costly it is to
be altruistic: If potential losses are small if the opponent Takes at the next node then
a modestly-altruistic subject might even prefer that outcome over Taking themselves,
since the opponent benefits quite a lot from this outcome. CENT-LO is a low-risk, low-
cost treatment. CENT-HI and CENT-ALL drastically increase the risk and cost of altru-
ism. Exact payoffs for each are shown in the next section. The number of subjects in
each treatment were 54, 36, and 62, respectively.19

Subjects in the SIM and SEQ experiments (2×2 game forms) were given a printed
booklet of seven pages. Each of the first five pages showed a game form at the top, fol-
lowed by the eight elicitation questions immediately below. For example, the third page
of the booklet showed the Prisoners’ Dilemma game form at the top and all elicitation
questions below. In that sense, game play and elicitation were effectively simultaneous
since subjects could work through the pages in any order they wish. The specific game
forms are shown in the results section. The sixth and seventh pages contain 16 indi-
vidual binary decisions intended to measure the subject’s risk aversion and ambiguity

terminates the game, then player i knows that they will not observe any further components of s−i. In
that case we do not elicit p1s

i (s−i|ht) or i’s belief in R−i since the elicitation would not be strictly incentive
compatible.
19Two other treatments were run with moderate costs. These are described in the online appendix. As
expected, results lie “between” CENT-LO and CENT-HI.
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FIGURE I. (a) A three-node segment of a centipede game form. (b) The
game with ‘selfish’ utilities. (c) The game with other-regarding prefer-
ences.

aversion. Each subject filled in their answers to all questions on all pages and turned
it in to the experimenter. The experimenter then matched each booklet with that of the
corresponding opponent and calculated payments.

The SEQ experiment is identical to SIM, except that row players moved first and col-
umn players second. Specifically, row players were asked to enter each strategy choice
into a computer terminal immediately after making it, and the computer then trans-
mitted the choice anonymously to the corresponding column player’s computer. Column
players were instructed to wait until they could see their row player’s choice in each
game before filling out that page of their own printed booklet.

At the end of each experiment subjects were paid for only one randomly-selected deci-
sion (Allais, 1953). This method is incentive compatible assuming subjects’ preferences
over gambles satisfy monotonicity, which is strictly weaker than expected utility when
reduction of compound lotteries is not assumed; see Azrieli et al. (2018) for details. Sub-
jects for all experiments were recruited via ORSEE (Greiner, 2015) from a database of
potential subjects at Ohio State University. One hundred fifty subjects participated in
the SIM experiment, and sixty four in SEQ. Instructions, screenshots, and booklets are
all available in an online appendix.

Finally, we ran follow-up experiments to test whether the presence of elicitation af-
fects subjects’ strategy choices. The details of these experiments are relegated to Section
VIII, but the general result is that elicitation had a significant impact on behavior in
only one game: the asymmetric coordination game from the SIM treatment. In all other
games we found no significant differences; see Figure XIV and Table XIII in Section VIII
for the complete results.



14 HEALY

V. THE CENTIPEDE GAME AS A BAYESIAN GAME

An Illustration of the Main Result

To understand the incentives in a centipede game form—and to preview our results—
consider an arbitrary three-node segment of a centipede game form, shown in panel (a)
of Figure I. A three-node segment is simply the smaller centipede game form created by
taking three consecutive decision nodes from a larger centipede game and removing the
option to Pass at the third node. The one in Figure I shows decision nodes three, four,
and five from CENT-LO. Panel (a) shows the actual game form, with player 1 moving
first and player 1’s payoffs shown above player 2’s payoffs at each terminal node. Panel
(b) shows example utilities for a hypothetical player who is consistent with selfishness.
Panel (c) shows example utilities of a (hypothetical) non-selfish player who exhibits some
degree of altruism.

Now consider the incentive of player 1 to choose Pass at the root node of this segment.
If player 1 has the selfish utilities from panel (b) and believes the second mover will
Pass with probability p, then their best response is to Pass at the first node if and only if
p ≥ (17−16)/(22−16) = 1/6. Thus, their “basin of attraction” for Pass—the set of beliefs
such that Passing is a best response—is the interval [1/6,1]. We refer to the size of
this basin as SizeBAP, which here equals 5/6.20 Roughly speaking, SizeBAP provides a
measure of how tempted a player may be to Pass.21 If Passing is not too risky (in terms
of utilities, not dollars), then the SizeBAP will be large.

For the altruistic player 1 in panel (c), Pass is a strictly dominant strategy. Intuitively,
they are willing to sacrifice $1 to give their opponent $6, and so they face no temptation
to choose Take. Their SizeBAP is therefore 1.00. Importantly, this subject is not playing
a centipede game. Instead, they are playing a game with a dominant strategy to Pass.
If we observe them choosing Pass, we should not conclude that backwards induction has
failed. This highlights the importance of measuring preferences in these game forms.

Finally, consider again the selfish player 1 from panel (b) playing the three-node game
form against a pool of subjects in which Pass is a dominant strategy for 1/3 of their
opponents. Recall that they should choose Pass if p > 1/6. But since p ≥ 1/3, it is rational
for this selfish player to Pass at this node.

Despite being selfish, this subject is also not playing a centipede game. They are
playing a Bayesian game with heterogeneous utilities. Consequently, their choice of
Pass in early nodes should also not be viewed as a failure of backwards induction.

20This is inspired by a similar measure analyzed by Dal Bó and Fréchette (2011) for repeated prisoners’
dilemmas.
21In the larger game with more than three nodes, SizeBAP is only an approximate measure of the true
temptation to Pass.
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FIGURE II. The CENT-LO treatment. Top: The game form. Bottom left:
Across all 3-node game segments, the percentage of subjects who have
a dominant strategy to Take or Pass (or neither). Bottom middle: The
temptation to Pass for subjects without a dominant strategy, as measured
by SizeBAP. Bottom right: Actual outcome frequencies.

This simplified example illustrates our main finding: We see non-selfish preferences
in much of our data, these subjects tend to choose Pass, and the presence of these non-
selfish types induces selfish players to Pass as well in early nodes.

Furthermore, if we increase the risk and cost of choosing Pass (as in CENT-HI and
CENT-ALL) then fewer subjects will be altruistic. Selfish subjects, knowing this, will no
longer Pass at early nodes and the game will end almost immediately. This is exactly
what we observe. Indeed, the results are quite consistent with backwards induction.

Types and Beliefs in the Three Main Treatments

Figure II shows the game form and results for the CENT-LO treatment. The top panel
displays the game form. The risk to Passing is relatively low: In any 3-node segment,
choosing Pass risks $1 (if the opponent Takes at the next node) to gain $5 (if the oppo-
nent Passes and the player subsequently Takes). The SizeBAP based on selfish dollar
payments is therefore 5/6≈ 0.83 at every node.

Fifty-four subjects participated in this treatment across three sessions, earning an
average of $19.93. We take the elicited utilities for each subject and calculate for each



16 HEALY

3-node segment whether they have a dominant strategy to Pass, a dominant strategy to
Take, or neither. We do this for all 3-node segments, but only in the last period of play.
The resulting histogram (combining all 3-node segments) is shown in the bottom left
panel. Over 40% of subjects have a dominant strategy, and the vast majority of those
have a dominant strategy to Pass. Thus, we see a substantial incidence of altruism-like
preferences in this game form.22

In the middle histogram we take those subjects who have no dominant strategy and
calculate the SizeBAP measure for each 3-node segment. Again, the larger the SizeBAP,
the more the selfish subject is willing to Pass. The SizeBAP here is typically large, often
nearly as high as the dollar-based measure of 0.83. Given that 40% of subjects have
a dominant strategy to Pass, we should expect that many of these subjects will best
respond by choosing Pass as well.

The histogram of actual game outcomes (for the final period) is shown in the bottom
right panel. In no case does any player Take in the first three nodes. The modal outcome
is for players to Pass until the very last decision node, and then Take. This behavior is
not paradoxical, however; it is easily rationalized given the preferences we observe.
Again, this is a Bayesian game, and the selfish types are willing to Pass because (1) it is
not very risky (the SizeBAP is large), and (2) they correctly believe there are non-selfish
types who will Pass. Indeed, we see direct evidence of non-selfish types: conditional on
the game reaching the final decision node the last mover chooses Pass 31% of the time.

Next we consider a centipede game form in which the risk to Passing is much higher.
In the CENT-HI treatment (shown in Figure III) Passing risks $2 to gain only $1. The
resulting SizeBAP based on dollar payoffs is 1/3. Examining elicited preferences, we now
see that far fewer subjects have a dominant strategy, and among them a slight majority
have a dominant strategy to play Take. Of the 71% of subjects who have no dominant
strategy, most have a low SizeBAP. Most subjects’ utilities are such that they would need
at least a 50% belief that the opponent will choose Pass in order to rationalize Passing,
but the distribution of actual types simply doesn’t justify that belief. Indeed, the game
typically ends much earlier as a result. In fact, over 2/3 of games end in the first two
nodes.

Finally, we test a winner-take-all version of the centipede game form in our CENT-
ALL treatment (Figure IV).23 Here, Passing risks almost the entire payoff for a gain
of $4. For a selfish subject with dollar-based utilities the SizeBAP is 0.22 at their first

22This histogram omits segments at which players reported complete indifference (0.7%) or “reverse” pref-
erences for which ui(π(zt))< ui(π(zt+1)) but ui(π(zt+2))< ui(π(zt)) (0.7%). It also excludes the last decision
node, which corresponds to a 2-node game segment. For that segment 74% of last movers reported selfish
preferences, 15% (4 of 27) reported indifference, and 11% (3 of 27) reported strictly altruistic preferences.
23This type of centipede game was proposed by Reny (1993). In similar game forms Danz et al. (2016) and
Krockow et al. (2015) find higher Pass rates than we do here, though Cox and James (2012, 2015) find
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FIGURE III. The CENT-HI treatment.

decision node, 0.18 at their second, and 0.15 at their third. Looking at elicited utilities,
we see that over 80% have no dominant strategy in this game form. Thus, this is reason-
ably close to a complete-information game with selfish preferences.24 Even the SizeBAP
measures are close to the selfish dollar-based values of 0.18–0.22. Arguably this game
form provides the best test of a true complete-information centipede game with little to
no social preferences. And the predictions of backwards induction (and extensive form
rationalizability) are largely confirmed: The first mover plays Take in 68% of games,
and no game proceeds beyond the third node.25

Utility, Rationality, and Accuracy of Beliefs

In this section we carefully confirm the details of the above story by looking deeper into
the elicited beliefs, rationality, and beliefs about rationality. Here we include data from
both periods in which elicitation data is collected.

similar results to ours. There are multiple design differences between these studies, making it difficult to
pinpoint which cause lower Pass rates.
24Again, “selfish” here doesn’t mean the players are universally selfish. It just means that, in this par-
ticular game form, the cost of improving the opponent’s payoff is too great to be worthwhile for most
subjects.
25Recall this is for the fourth period only, but even in the first period 68% of first movers chose Take at
the first node. This drops to 52% in period 2, 55% in period 3, and back to 68% in period 4. Across all four
periods, 94% of games ended in the first three nodes.
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CENT-ALL Treatment:
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FIGURE IV. The CENT-ALL treatment.

The fist step is confirming the existence of players whose reported utility indicates a
dominant strategy to pass in a given 3-node segment. Specifically, a player i has a dom-
inant strategy to pass in a 3-node segment starting at node t ≤ 5 if ui(π(zt))≤ ui(π(zt+1))
and ui(π(zt)) ≤ ui(π(zt+2)), with one inequality strict. At node 6 (the last decision node)
the criterion is simply that ui(π(z6))< ui(π(z7)). For expositional simplicity we will refer
to such a subject as an “altruist” at that node, noting that this is a very situation-specific
definition since they may not be labeled as an altruist at other nodes or in different game
forms.

In CENT-LO we observe altruist subjects in 43.7% of the 3-node segments. This drops
to 8.9% in CENT-HI (χ2 p-value < 0.001) and 8.7% in CENT-ALL (χ2 p-value < 0.001,
with no significant difference between CENT-HI and CENT-ALL). Thus, there is a sub-
stantial fraction of subjects who would prefer to pass altruistically when the cost of
doing so is low, but not when that cost is increased.26

Do these altruists actually choose to pass? We look at those 3-node segments where
the active player has reported altruist utilities (as defined above). In CENT-LO there

26Interestingly, at node 6 the percentage of altruists drops to 15% in CENT-LO. but in CENT-HI and
CENT-ALL it rises to 14% and 18%, respectively. A far more stringent definition of an altruist is that
“Always Pass” be a dominant strategy of the entire game. We observe such preferences in 29.6% of subjects
in CENT-LO (pooled across periods 3 and 4), 4.2% of subjects in CENT-HI, and 8.9% of subjects in CENT-
ALL.
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FIGURE V. Histograms of non-altruists’ belief that the opponent will Pass
at the next node.

are 117 such observations, and the subject chooses Pass in 89.7% of them. Thus, their
actions are largely consistent with their reported utilities. In CENT-HI and CENT-ALL
there are far fewer subjects reporting such utilities. In CENT-HI we observe Passing in
6 of the 9 segments with altruist preferences, and in CENT-ALL we observe Passing in
only 2 of the 12 segments with altruist preferences.27 We conjecture that the fairly high
rates of C-EU-irrationality for these altruist types is driven by the presence of a handful
of noisy subjects: If every treatment has a certain percentage of subjects with noisy
utility reports, but in CENT-ALL no subject is truly altruistic, then the few observations
of altruistic utility reports would all be “false positives,” and we might expect high rates
of C-EU-irrationality from these noisy subjects.28

We have established that in CENT-LO there is a sizable fraction of altruists (43.7%),
and most of the time they do choose to pass (89.7%). Players who recognize this should
therefore expect Passing in at least 39.2% of interactions. Now we ask whether non-
altruists’ beliefs are consistent with this observation. In CENT-LO, when we consider
non-altruists and look at their belief that the opponent will Pass at the next node, we
find that 54.8% of them have a belief greater than 39.2%. As Figure V shows, however,
beliefs are significantly lower in CENT-HI and CENT-ALL, consistent with the lower
incidence of altruistic types.29

A natural question is whether this belief in Passing correlates with the player’s belief
that their opponent’s utility is altruistic. Unfortunately, our data are not rich enough to

27Despite the small sample size, Passing in CENT-ALL is significantly lower than in CENT-LO, with a χ2

p-value of 0.038.
28If we define altruists as having “Always Pass” be a dominant strategy of the entire game, then we see
that 56% of those announce an initial plan of Always Pass in CENT-LO, while 0% choose this plan in
either CENT-HI or CENT-ALL. This is also consistent with a constant fraction of noisy subjects across
treatments.
29Figure V looks very similar if we restrict attention to those with selfish preferences. This is because
selfish types constitute 88% of all non-altruists.
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address this question. The reason is that we only elicit the player’s most-likely utility
values for their opponent. And most players exhibit a self-similarity bias: they believe
their opponent will have similar utilities to themselves. For example, those who have
selfish preferences guess that their opponent has selfish preferences in 78% of 3-node
segments, while those who are altruistic guess that their opponent has altruistic prefer-
ences in 67% of 3-node segments.30 But that’s only their modal vector; it could be that
selfish types think the second-most-likely vector is altruistic, or the set of all altruis-
tic vectors has fairly high probability. Since we don’t observe the entire distribution of
beliefs, we cannot measure whether this is the case.

Given the self-similarity result, an alternative hypothesis arises: Perhaps the selfish
types in CENT-LO do not believe there are altruists, but instead believe their opponents
are also selfish but play irrationally. To test this, consider player 1 at node 5. If they
believe their opponent is a selfish type who will irrationally choose Pass then their belief
in rationality should negatively correlate with their belief in Pass. Instead, we find a
positive correlation coefficient of 0.41 (p-value of 0.11), which is inconsistent with a
belief in irrational selfish types. It is consistent with a belief in altruistic types, for
whom Passing is rational. The estimated correlation is insignificantly different from
zero, however, so the support for a belief in altruism is present but not strong.

We can further test for a belief in altruism by moving back to player 2 at node 4. If
they believe player 1 is selfish, they’ll say: “If player 1 is rational and selfish and thinks
I’m likely to Take at node 6, then they’ll Take at node 5.” If player 2 believes player
1 is altruistic and rational, however, then they’ll say: “Regardless of their belief, they
will Pass at node 5.” To test this, we first correlate player 2’s belief in rationality at
node 4 with their belief that player 1 will Pass at node 5. Again we find a weak positive
relationship (Pearson coefficient of 0.21 with a p-value of 0.21), which is suggestive of a
belief in altruism: if player 1 is more likely to be rational, they’re more like to Pass.

We’ve established that selfish types have reasonably accurate first-order beliefs about
the strategies of others, and find some suggestive evidence that this may come from a be-
lief that a fraction of others are altruistic. The last question then is whether players best
respond to their first-order beliefs about others’ strategies. We measure this in two ways:
First, we take the more stringent approach and ask whether the player’s entire strat-
egy at a node—their complete contingent plan—is C-EU-rational, given their elicited
utilities and current beliefs. Second, we look at 3-node segments and ask whether the
current action of Take or Pass is optimal within that 3-node segment. Note that under
either measure we cannot observe whether choosing Take at the first node is rational

30Here we define someone to be selfish or altruistic if they have that preference in at least two of their
three 3-node segments. If we restrict to those that have selfish or altruistic preferences in all 3-node
segments then the self-similarity percentages are 91% for selfish types and 56% for altruistic types.
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or not, because we cannot elicit beliefs about the continuation game from a subject who
has just chosen to end the game at the first node. A similar problem arises if a subject
chooses Take at a later node; in those cases we use the subject’s reported belief from the
previous node as a proxy for their current belief.31

Looking at rationality of the entire strategy, we find that subjects are C-EU-rational
in 58.0% of observations in CENT-LO, 49.4% in CENT-HI, and 48.1% in CENT-ALL (χ2

p-values are 0.048 for CENT-LO vs. CENT-HI, 0.027 for CENT-LO vs. CENT-ALL, and
0.811 for CENT-HI vs. CENT-ALL).32 We do find that the altruists are generally more C-
EU-rational than non-altruists in CENT-LO (64.1% vs. 46.3%; χ2 p-value 0.004). In the
other two treatments altruists are too rare to find significant differences across groups.

If we focus only on 3-node segments, C-EU-rationality increases to 83.8% for CENT-
LO, 58.5% for CENT-HI, and 38.3% for CENT-ALL (pairwise χ2 test p-values are <
0.001, < 0.001, and 0.017). However, the sample size for measuring rationality in CENT-
ALL is quite small because most subjects Take at the first node: Only 60 3-node seg-
ments originate beyond the first node, compared to 266 in CENT-LO. Thus, the observa-
tions of irrationality we observe in CENT-ALL may be driven by some fixed percentage
of subjects whose reports and decisions are especially noisy, regardless of treatment. In-
deed, if we look at the 3-node rationality of those who Pass, it is quite high in CENT-LO,
where there are many observations (211 of 244, or 86.5%), but low in CENT-HI (23 of 54
or 42.6%) and CENT-ALL (8 of 36, or 22.2%), where there are few observations.33

In summary, our elicitation data suggest that most centipede game forms induce
Bayesian games. There are subjects whose preferences are consistent with selfishness,
but also those with altruistic preferences. A larger presence of altruistic types gives a
clear incentive for selfish types to choose Pass early in the game. But, if the payoffs
are changed so that the riskiness of Passing is increased then more players become con-
sistent with selfishness, and so the selfish types no longer have an incentive to Pass.34

Consequently, players Take earlier.

31Beliefs from the previous node correlate with the current node with a correlation coefficient of 0.722.
The average belief change is only -1.34 percentage points, though the average absolute change is 9.67
percentage points. In other words, beliefs do fluctuate to some degree, but the fluctuations are roughly
mean-zero.
32The number of observations is significantly lower in CENT-HI and CENT-ALL since many subjects
choose Take at the first node, in which case rationality cannot be measured.
33Similarly, altruists are rational very frequently in CENT-LO, best-responding in 92.3% of 3-node seg-
ments. This is compared to 77.2% for non-altruists. Altruists are so infrequent in the other two treatments
(three 3-node segments in CENT-HI and two 3-node segments in CENT-ALL) that their rationality is not
meaningfully measured.
34Recall that becoming consistent with selfishness does not necessarily mean their preferences have
changed. It just means that, with these payoffs, their social preferences are not strong enough to push
their best responses away from the selfish best response.
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Much of the existing literature analyzes centipede game forms as though they induce
complete-information centipede games. These results clearly demonstrate that this is
not always the case. Arguably, CENT-ALL is the closest to a complete-information cen-
tipede game to have been studied in the laboratory. For that game form the predictions
of backwards induction perform quite well. The question of what other game forms also
induce a complete-information centipede game is an interesting open question.35

Initial vs. Strong Belief in Rationality

In the theoretical literature on backwards induction there is a very important distinction
between initial belief in rationality and “strong” belief in rationality, which requires that
the initial belief in rationality be maintained even after zero-probability events. As Reny
(1993) points out, initial common belief in rationality is not sufficient for backwards
induction. His argument is as follows: Suppose that at the initial node player 2 believes
in higher-order rationality and that this implies they must believe player 1 will play
Take at every node. If player 1 instead chooses Pass at the first node then this is a
probability-zero event for player 2, so their updated belief is unconstrained. If they now
believe that player 1 is irrational and will Pass again at the third node then player 2 will
rationally choose to Pass at the second node to take advantage of player 1’s irrationality.
But if a rational player 1 anticipates this then they actually should choose Pass at the
first node because it will “trick” player 2 into choosing Pass. Thus, a common initial
belief in rationality does not necessarily imply the backwards induction outcome.

Only if player 2 staunchly maintains a belief in rationality—even after zero-probability
events—is the backwards induction outcome necessarily predicted. Thus, an important
theoretical question is how beliefs in rationality change after surprise events. In partic-
ular, do players who believe in rationality maintain that belief even when their opponent
plays Pass?

To analyze this, we first consider exactly the situation described above: a player 2
at node 1 who believes player 1 is rational and will choose Take, but player 1 actually
chooses Pass. How does player 2’s belief in rationality change in response? First consider
CENT-LO. Panel (a) of Figure VI takes all games where player 1 initially chose Pass and
shows the change in player 2’s belief in rationality from node 1 to node 2. Darker points
indicate a larger drop in that belief. To examine strong belief in rationality we focus

35In the appendix we report two additional treatments. CENT-MID is between CENT-LO and CENT-
HI in terms of payoffs, though more similar to CENT-LO. Indeed, the results are similar to CENT-LO.
The other treatment, CENT-CONST, tests a constant-sum game form with only four decision nodes. The
SizeBAP is high for the first node, but drops quickly in subsequent nodes. We see the vast majority of
subjects choosing Take in the first node, with the remaining games ending at the second node. Thus, the
results are similar to CENT-ALL.
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FIGURE VI. Change in belief in rationality in CENT-LO after observing
the opponent choose Pass.
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FIGURE VII. Change in belief in rationality in CENT-ALL after observing
the opponent choose Pass.

on subjects who had high initial beliefs in both Take and rationality, which appear to
the northeast in the graph. Unfortunately, no subjects have such beliefs, which is sen-
sible since Passing is very common in CENT-LO. Thus, we cannot observe how subjects
update when they’re surprised because no subjects are surprised.

Panel (b) shows the same thing when moving from node 2 to node 3, where player 1
must now update because player 2 chose Pass. Again, no subjects have a high belief in
both Take and rationality, and so no subjects are surprised. Thus, the critical distinction
between initial belief in rationality and strong belief in rationality is moot in CENT-LO
since the presence of altruist types means no subject believes both in rationality and in
their opponent choosing Take at early nodes.

One might hope that we could identify surprises in CENT-ALL, where Taking is very
common. But this means there are very few observations of Pass, which are needed
to observe updating. This is apparent by the small number of data points in Figure
VII. Recall that we cannot observe player 2’s beliefs if they choose Take at node 2, so
in panel (a) we are restricted to the ten observations where player 2 also chose Pass at
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C D
C $10,$10 $ 1,$15
D $15,$ 1 $ 5,$ 5

FIGURE VIII. The Prisoners’ Dilemma Game Form

node 2. And in panel (b), the two observations where Player 1 chose Pass again at node
3. The few observations we have with a high Pr(Take) and Pr(Rational) from panel (a)
show that the belief in rationality actually increases, not decreases, when the opponent
passes.36 Thus, we don’t see evidence that subjects switch from believing in rationality
to believing in irrationality after observing Pass, but with so few observations the data
are far from conclusive.

VI. THE PRISONERS’ DILEMMA

In the SIM experiment subjects play five 2×2 simultaneous-move game forms without
feedback. The third game form subjects face in that experiment is the classic Prisoners’
Dilemma, shown in Figure VIII.37 In our data, 30.4% of subjects choose cooperation
(C). This is in line with previous experiments using similar payoffs but no elicitation
(see Mengel, 2018 for a meta-study). Using our elicitation data we can ask whether
this cooperation is rationalized by non-selfish preferences, or whether it violates C-EU-
rationality.

To that end we classify subjects into four possible types based on the best response
functions implied by their elicited utilities. Selfish types are defined as those whose
elicited utility indicates a (weak or strict) dominant strategy to defect. Conditional Co-
operators prefer D in response to D, and C in response to C. Reverse types prefer C
in response to D, and D in response to C. Finally, Unconditional Cooperators have a
dominant strategy to cooperate.38 These are summarized in the first three columns of
Table I. The fourth column shows the frequency of each of these types among the 147
subjects in this experiment for whom we have valid preference and belief data.39 The
remaining columns show how many subjects made each strategy choice, broken down
by whether their C-EU best response to their stated belief is C (columns 5 and 6) or D
(columns 7 and 8).
36In CENT-HI there are also three observations of player 2 having Pr(Take) and Pr(Rational) both greater
than 50%. The belief changes for these are −10%, −5%, and 0%. For player 1 there are two such observa-
tions with belief changes of 0% and +20%.
37In the actual experiment the strategies were labeled “A” and “B”.
38For the three non-selfish types, any ranking that differs from the selfish type must be strict. For exam-
ple, Conditional Cooperators are defined by ui(π(D,D))≥ ui(π(C,D)) and ui(π(D,C))< ui(π(C,C)).
39Two of the 150 subjects did not make a strategy choice for this game form and one did not fill in their
first-order beliefs. Additionally, three selfish types reported utilities and beliefs such that their expected
utility of C and D are identical. We exclude them from this table, though all three chose si = D.
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BRi(p1s
i |ui)= C BRi(p1s

i |ui)= D
Pref. Type BRi(C) BRi(D) % Subj. si = C si = D si = C si = D

Selfish D D 68.0% – – 18 79
Cond. Coop. C D 19.7% 15 5 3 6

Reverse D C 2.7% 1 2 0 1
Uncond. Coop. C C 9.5% 8 6 – –

TABLE I. The strategy choices of the four types in the Prisoners’ Dilemma
game form, broken down by whether their best response to their beliefs is
C or D.

Our main result is that, although a slight majority of subjects report selfish prefer-
ences and choose D (79 out of 144), there is substantial heterogeneity in both prefer-
ences and actions. This game form induces a Bayesian game of incomplete information
in which roughly one third of subjects report non-selfish preferences. The question then
is whether the cooperation we observe comes entirely from these non-selfish subjects
maximizing their expected utility. The results are mixed: Of the 45 subjects who choose
C (columns 5 and 7), only 24 (53%) do so rationally (column 5). The remaining 21 vi-
olate C-EU-rationality (column 7), and the vast majority of those (18 of 21) come from
subjects who reported a dominant strategy to defect. In these cases the violation of
C-EU-rationality cannot be explained as a failure of expected utility, but instead must
be either a failure of consequentialism or a failure of dominance. If we assume players
don’t violate dominance then it must be that these subjects have a preference for coop-
eration that depends on more than just the outcomes it generates. This is line with the
findings of Shafir and Tversky (1992), who write “evidently, some people are willing to
forego some gains in order to make the cooperative, ethical decision.”40

These results add nuance to the received wisdom regarding cooperation in the prison-
ers’ dilemma. Much of the extant literature views cooperation as a rational response to
social preferences defined narrowly over the four outcomes of the game (Mengel, 2018;
Gächter et al., 2024, , e.g.). While that does explain 53% of the cooperation we observe,
we also find that 47% cooperate even though their stated preferences and beliefs indicate

40In the sequential-move Prisoners’ Dilemma (treatment SEQ), 62% of first-movers choose D, after which
all second-movers respond with D. In the 12 cases where the first mover chooses C, eight second-movers
reciprocate with C and four choose D. This is very similar to the results of Shafir and Tversky (1992).
Based on elicited utilities, 93% of second-movers choose rationally. Unfortunately, the elicited utility types
for second movers are significantly more selfish when the first-mover chooses D (Wilcoxon p-value 0.004),
indicating that many second-movers may have waited to see the first-mover’s choice before reporting their
utilities. This places a significant caveat on any interpretation of the high level of rationality we observe,
though does provide an interesting observation of non-consequentialism. We do not observe this problem
in any of the other game forms in the SEQ treatment. For more on the sequential prisoners’ dilemma,
see Ross et al. (1977), Clark and Sefton (2001), Altmann et al. (2008), Blanco et al. (2011), Gächter et al.
(2012), Blanco et al. (2014), Rubinstein and Salant (2016), and Miettinen et al. (2020), among others.
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L R
U $10,$ 5 $15,$15
D $ 5,$10 $ 1,$ 1

FIGURE IX. The Dominance Solvable Game Form

Column Players’ Types BRi(p1s
i |ui)= L BRi(p1s

i |ui)= R
Pref. Type BRi(U) BRi(D) % Subj. si = L si = R si = L si = R

Selfish R L 91.9% 0 0 14 53
DomStrat L L L 5.4% 3 1 – –
DomStrat R R R 2.7% – – 1 1

Reversed L R 0% 0 0 0 0
TABLE II. The strategy choices of the four types of column player in the
dominance solvable game form, broken down by whether their best re-
sponse to their beliefs is L or R.

that they should have defected. It is thus their revealed preferences over strategies that
deviate from the selfish prediction, but not necessarily their preferences over outcomes.

VII. GAMES WITHOUT SOCIAL PREFERENCES

Finally, we highlight two game forms in the SIM and SEQ treatments for which elicited
preferences are almost all consistent with selfishness. Therefore, deviations from the
selfish equilibrium predictions are driven almost entirely by strategic uncertainty rather
than preference uncertainty.41

A Dominance Solvable Game Form

The first of five game forms that subjects face in the SIM experiment is the dominance
solvable game form shown in Figure IX. In terms of monetary payoffs, the row player
has a strict dominant strategy to play U . Anticipating this, a money-maximizing column
player should respond with R, even though it does expose them to the possibility of the
outcome ($1,$1) should the row player tremble.

In our data, 100% of row players play U . Looking at the elicitation data, 71 of the 75
row players report utilities consistent with selfish preferences, and the remaining four
do not have a dominant strategy but do have beliefs such that U is their best response.
Thus, 100% of the row players are C-EU-rational.

Table II shows that 91.9% of column players also report selfish preferences.42 Yet 25%
of column players violate iterated dominance (in terms of payoffs) by choosing L. The

41For brevity, the remaining two game forms are relegated to the online appendix.
42One column player left one of the utility elicitation question blank and another reported exact indiffer-
ence between L and R. Both are omitted from these analyses.
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FIGURE X. Frequencies of choices and fractions of subjects who are C-
EU-Rational in the sequential-move Dominance Solvable game form.

question then is whether these players have incorrect beliefs, or whether they violate
C-EU-rationality.

We can see from Table II that all 67 of those with selfish preferences report a belief
p1s

2 (U) high enough such that their best response is to play R. Thus, the 14 (21%) who
play L are violating C-EU-rationality. Pooling across all types, a total of 18 subjects
(25%) play L but only three do so rationally.43 Thus, the failure of iterated dominance
here is not due to beliefs, but instead represents a failure of either consequentialism or
expected utility preferences.

Our conjecture is that many of the 15 column players who irrationally play Left do so
to avoid the ($1,$1) outcome, even among players who reported a 100% belief that the
row player would play U . But this distaste for the ($1,$1) outcome is not captured by
their elicited utilities, for if it were then L would be a C-EU-rational response. Instead,
the avoidance of ($1,$1) occurs in the face of strategic uncertainty within the context
of the game. It could be explained by a form of loss aversion or ambiguity aversion
that violates expected utility. If this is the case then their preference over strategies
in the game may differ from their elicited cardinal preferences over the outcomes those
strategies generate. And this difference may push them to play L even though R gives
the better expected utility of outcomes.44

To further understand the role of strategic uncertainty, consider the sequential ver-
sion of the game in which row players move first. The data from the SEQ experiment
are shown in Figure X.45 As in the SIM treatment, all row players choose Up, and all do

43These three subjects report preferences such that Left is a dominant strategy, which means
u2($10,$5) > u2($15,$15). We view such preferences as implausible and mostly likely the result of noise
or mistakes.
44Ambiguity aversion alone seems unlikely to explain the data here. For example, if a subject satisfies
maxmin-EU (Gilboa and Schmeidler, 1989) then, given that we only elicit p1

2(U) and assume p1
2(D) = 1−

p1
2(U), our assumption of expected utility would result in a correct estimate of U2(R) but an overestimate

of U2(L). Thus, their actual best response is even more likely to be R.
45Two column players are omitted because action choices of the row players were not recorded.
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L R
U $15,$ 5 $ 2,$ 1
D $ 1,$ 2 $ 5,$10

FIGURE XI. The Asymmetric Coordination Game Form

BR1(p1s
1 |u1)=U BR1(p1s

1 |u1)= D
Row’s Type BR1(L) BR1(R) % Subj. s1 =U s1 = D s1 =U s1 = D

Selfish U D 95.8% 43 2 20 3
DomStrat U U U 4.2% 3 0 – –

BR2(p1s
2 |u2)= L BR2(p1s

2 |u2)= R
Col’s Type BR2(U) BR2(D) % Subj. s2 = L s2 = R s2 = L s2 = R

Selfish L R 93.0% 26 27 5 8
DomStrat L L L 7.0% 5 0 – –

TABLE III. The strategy choices of the two types of row and column play-
ers observed in the asymmetric coordination game, broken down by the
best responses to their beliefs.

so rationally because all have preferences consistent with selfishness. But, unlike the
SIM treatment, 28 out of 30 column players choose Right in response. And they do so
rationally because all 28 report preferences such that u2($15,$15) ≥ u2($10,$5). Only
one of the 30 column players violates C-EU-rationality in this game.

Comparing the simultaneous-move to the sequential-move version of the game, we
find there is not a significant difference in preference types of column players (92%
selfish up to 94% selfish, giving a Wilcoxon p-value of 0.746), but there is a significant
reduction in their incidence of irrationality (23% irrational down to 3% irrational, giving
a Wilcoxon p-value of 0.013). Thus, removing strategic uncertainty nearly wipes out
violations of C-EU-rationality.

An Asymmetric Coordination Game Form

The fifth game form subjects encounter in the SIM experiment is the asymmetric coor-
dination game form shown in Figure XI. Both (U ,L) and (D,R) are pure-strategy equi-
libria (in terms of dollar payoffs), but coordination is difficult because the two players
prefer different equilibrium outcomes. In addition, the row player gets a higher payoff
in their more-preferred equilibrium than the column player gets in theirs.

In this game form 95% of subjects report preferences that are consistent with self-
ishness.46 Of the eight that don’t report selfish preferences, all report that they have
a dominant strategy (either U or L) and all rationally play that strategy. But of those
46Four row players and one column player failed to make an action choice. Three of these four row players
reported selfish preferences, one reported a dominant strategy of U , and the one column player reported a
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with selfish preferences only 62% are C-EU-rational. By far the most common source
of irrationality is those subjects whose reported beliefs indicate that they should acqui-
esce and follow their opponent’s preferred equilibrium, yet they deviate and choose the
strategy consistent with their own preferred equilibrium. For example, of the 53 selfish
column players for whom BR2(p1s

2 |u2) = L, the median belief is p1s
2 (U) = 0.90, so they

are quite sure the row player will choose U . Yet a slight majority of them still choose R,
presumably targeting their own preferred equilibrium. For row players this tendency
is even more extreme: 87% of those for whom BR1(p1s

1 |u1) = D instead play U .47 Thus,
players appear to target their preferred equilibrium irrationally, and do so more when
their preferred equilibrium offers a relatively higher payoff.

It is hard to argue that irrational subjects are loss averse in this case, since both
strategies expose them to the possibility of either ($1,$2) or ($2,$1). And most subjects
assign similar utilities to these two outcomes: The average reported utility difference
between them is only 4.3, with 41% of subjects reporting no difference at all.48 Thus,
we conclude that failures of C-EU-rationality are due either to a form of optimism that
is not reflected in elicited beliefs, or a form of stubbornness—or even spite—in their
preferences over strategies.

The one caveat with this game is that, when elicitation is removed, we see both players
shifting play more towards their opponent’s preferred equilibrium (see Figure XIV and
Table IV in Section VIII for details). Although this could be evidence that elicitation
actually increases stubbornness, we cannot draw definitive conclusions since it’s possible
that beliefs also changed when elicitation was removed. Regardless, the fact that we
observe this sort of stubbornness in our elicitation experiment suggests that we should
at least be concerned that it may exist in other settings.

The data from the SEQ experiment are summarized in Figure XII. As we saw in
the previous games, irrationality essentially disappears once strategic uncertainty is re-
moved. The vast majority of first movers target their preferred equilibrium by choosing
Up, after which 26 out of 28 second movers acquiesce and choose Left. Thus, nega-
tive reciprocity (or, spite) is rare in the sequential-move version, suggesting that the
irrationality in the SIM treatment may stem from a form of stubbornness that is not
reflected in their beliefs.49

dominant strategy of R. Additionally, three column players reported indifference because p1s
2 (U) = 1 and

u2(π((U ,L))= u2(π(U ,R)), and then chose R. All eight subjects are excluded from the analysis.
47The median belief for this group is p1s

1 (R)= 0.80.
48Following footnote 44, ambiguity aversion also doesn’t seem to explain the results for this game form.
By assuming expected utility we overestimate U2(R), meaning ambiguity averse column players are more
likely to have a best response of L. So this doesn’t rationalize why we see players choosing R.
49The three first movers who chose Down may have done so out of fear of such spiteful behavior. Unfortu-
nately we cannot test this because we cannot incentivize these players’ beliefs in the counterfactual event
in which they choose Up.
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FIGURE XII. Frequencies of choices and fractions of subjects who are C-
EU-Rational in the sequential-move Asymmetric Coordination game
form.

Correlation Across Games

Finally, we ask whether C-EU-irrationality is a persistent trait of an individual across
game forms, or whether different people are C-EU-irrational in different game forms.
We perform this test only on the SIM experiment, since the CENT experiments are all
between-subject. For each pair of game forms in SIM we test for correlation in rational-
ity between those two game forms using Kendall’s τ statistic.

For all ten pairs of games we cannot reject the null hypothesis of zero correlation, with
about half of the point estimates indicating negative (but insignificant) correlation. This
suggests that not only are different phenomena driving C-EU-rationality in different
game forms, but that there’s little predictive power between them at the individual level.
For example, subjects who are stubborn in the asymmetric coordination game form are
not more likely to be irrational cooperators in the prisoners’ dilemma.

VIII. ELICITATION METHODOLOGY

In this section we provide an extensive discussion of our elicitation methodology, includ-
ing incentive compatibility and order effects. We also discuss the issues of contamination
(showing that the presence of elicitation generally doesn’t affect play) and consequen-
tialism (which cannot be tested).

Eliciting Cardinal Utilities

For each cell of the game form’s matrix we elicit the subject’s cardinal utility for that
outcome. Each question is described to the subject as a 101-item binary choice list. For
example, if the top-left cell of the game has payoffs ($5,$10), then to elicit the subject’s
cardinal utility for that cell’s outcome the subject is asked to consider the list shown in
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Option A or Option B
You get $5 and they get $10 or 0% chance you both get $20
You get $5 and they get $10 or 1% chance you both get $20
...

...
...

You get $5 and they get $10 or 100% chance you both get $20

FIGURE XIII. The choice list used in cardinal utility elicitation.

Figure XIII. The subject is asked at what probability they would switch from choosing
Option A to choosing Option B. One row is then randomly selected, and the subject’s
choice for that row is paid. In practice, the entire list is not shown while making actual
decisions; rather, the subject is shown an example list in the instructions and then
simply asked for their switch point when making actual elicitation decisions.

If we normalize u($0,$0) = 0 and u($20,$20) = 1, then a switch point of q∗ repre-
sents the subject’s cardinal utility for ($5,$10), since indifference implies u($5,$10) =
q∗u($20,$20)+ (1− q∗)u($0,$0) = q∗. Notice that the elicited cardinal utility captures
both risk aversion and social preferences. If this question is chosen for payment, only
one of the two subjects (selected at random) is paid. This ensures that i’s choice truly
determines the final payment of both i and −i, and that the subjects receive no other
payments.

All randomness in the experiment is resolved using die rolls or draws from a Bingo
cage performed in front of the subjects at the conclusion of the experiment.50

We assume subjects have a unique switch point. Reporting that switch point gen-
erates a two-stage gamble in which the question number is first chosen, and then the
selected alternative for that question is paid out. (If Option A is selected then the sec-
ond stage is degenerate.) As long as preferences over these two-stage gambles respects
statewise monotonicity, the procedure is incentive compatible; see Azrieli et al. (2018)
for details.

Eliciting Beliefs

We elicit subjects’ beliefs about a variety events, including which strategy their oppo-
nent plays, whether their opponent’s elicitation data is consistent with C-EU-rationality,
whether their guess of their opponent’s utility is correct, and so on. In general, eliciting
beliefs about any event E is done by asking the subject to consider their switch point in
a 101-question list similar to Figure XIII, except Option A is now “You get $20 if E oc-
curs” and Option B is “You get $20 with probability p”, with p varying from 0% to 100%.

50In the domain of individual decision-making, Oechssler et al. (2019) and Baillon et al. (2022) show that
the timing of the resolution of this uncertainty does not affect choices.
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If this elicitation question is chosen for payment, both players are paid independently
based on their own choice from one randomly-selected row.

Again, assuming a unique switch point, this procedure is incentive compatible as
long as players’ preferences over two-stage gambles respects statewise monotonicity.
Holt and Smith (2016) verify that this mechanism performs well when reporting beliefs,
and Healy and Kagel (2023) (following lessons from Danz et al., 2022) show that it
works especially well when the list is presented and the incentives are explained in the
instructions, but not shown on the screen at the time of decision.

Eliciting Modes of Others’ Beliefs

Belief distributions that live in spaces with more than one dimension (such as beliefs
over the opponent’s four utility values) are difficult to elicit in practice. Instead, we
ask subjects to report their two most likely guesses of the realized value. For example,
we first ask the subject to report their best guess of the four utility values submitted
by their opponent. We then ask their belief that their guess is correct. This is done
using the procedure described above, where event E is now the event that “your guess
is correct”.

Given a fixed guess, it is clear that reporting the true belief for that guess is optimal
under eventwise monotonicity. When choosing which guess to report, it is clear that
reporting the guess that has the highest probability (the subject’s “best guess”) is also
optimal. Doing so maximizes both the value of Option A in the list, and the number of
rows for which Option A is paid. A similar insight appears in Möbius et al. (2022).

To elicit the subject’s second-most-likely value, we simply ask them to report a second
guess—which must be different from the first—and the probability this guess is correct.
Again they are paid via the above mechanism. Given that they cannot report their most
likely guess, their optimal report is their second-most-likely guess.51

C-EU-Rationality

It may seem that i’s belief in C-EU-rationality does not need to be elicited separately, as
it could be inferred from their beliefs about opponent’s strategies, beliefs, and utilities.
But since we only elicit marginal beliefs, this is not the case. For example, suppose i
believes −i plays two possible strategies ŝ−i and s̃−i and has two possible beliefs p̂1s

−i and
p̃1s
−i. Utility is known to be û−i. Suppose player −i is rational at (ŝ−i, p̂1s

−i) and (s̃−i, p̃1s
−i),

but not at (ŝ−i, p̃1s
−i) or (s̃−i, p̂1s

−i). If i reports that both strategies are equally likely and

51The subject could switch which report is their first- and second-best, but their probabilities of each
guess being correct would then reveal which is truly their best guess. When this occurs we switch which
is labeled as their highest-probability guess when analyzing the data.
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both beliefs are equally likely then their belief in rationality cannot be determined: This
report could come from a belief that the two are perfectly correlated, so that i assigns
probability one to −i being C-EU-rational. It could come from a belief that the two are
independently drawn, so that i assigns probability 1/2 to −i being C-EU-rational. Or
it could come from a belief that they are perfectly negatively correlated, putting zero
probability on C-EU-rationality. Without information about the joint distribution, we
cannot infer anything about i’s belief in C-EU-rationality from their marginal beliefs
alone. Rather than eliciting a joint distribution, we elicit beliefs about C-EU-rationality
directly in our experiment.

In order to elicit beliefs about C-EU-rationality we must first explain C-EU-rationality
to subjects. To do this, we teach subjects simple expected utility calculations, and say
that their opponent is “consistent” (rather than “rational”) if their action choice gives
a higher expected utility than the unchosen action. We then ask the subject’s belief
that their opponent’s action choice is “consistent.” We can then incentivize this belief
elicitation—using the 101-item list described above—because we can observe whether
the opponent’s choices actually are “consistent” or not.

Issue #1: Contamination

The elicitation of beliefs and utilities may alter game play. And playing the game may
alter the beliefs and utilities that subjects report. We refer to both of these possibilities
as examples of “contamination” that may be present in our experiment. And both are
possible in our experiment because the strategy choices and elicitation questions were
intermingled.52 Furthermore, the instructions make it clear that both strategy choices
and elicitation questions will be given. Thus, we view this as a fully contaminated exper-
iment in which game play is contaminated by elicitation, and elicitation is contaminated
by game play.

Having the experiment be fully contaminated was a conscious design choice. We are
not aware of any way to remove contamination through the experimental design, so
instead we embrace it. One argument is that an experiment with elicitation will in-
crease observed rates of C-EU-rationality, since subjects are more likely to think care-
fully about the choices of others and to submit consistent responses. Thus, our results
would provide a lower bound on the levels of C-EU-irrationality one might observe in
typical experiments. And yet we still see significant levels of C-EU-irrationality across
the games we study.

52Recall that in the SIM and SEQ experiments, strategy choices and elicitation questions are all presented
on the same page, so there was no forced ordering in which they were answered. In the CENT treatments
subjects did choose actions first, but action choices in the fourth period did follow elicitation questions
from the third.
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FIGURE XIV. Histograms of how frequently each terminal node was
reached in each treatment. NoE refers to a “No Elicitation” treatment.
Periods 3 and 4 are pooled.

However, we can also test for contamination by re-running all of these game forms
without elicitation. To that end, we run the CENT-LO-NoE and CENT-ALL-NoE treat-
ments, which replicate the CENT-LO and CENT-ALL treatments exactly, except with
all elicitation questions removed.53 We also run a SIM-NoE that is identical to the SIM
experiment, but with no elicitation questions. Subjects simply make choices in the five
games (again, with one game per page in the booklet) and are paid for one randomly-
chosen game. The CENT-LO-NoE treatment had 44 subjects, CENT-ALL-NoE had 40,
and SIM-NoE had 60.54

Figure XIV shows histograms of how frequently different terminal nodes were reached
in each of the centipede treatments. We pool periods 3 and 4 since their distributions
of terminal nodes are not significantly different (Fisher’s exact test p-values of 0.93 for
CENT-LO and 0.31 for CENT-ALL). Comparing CENT-LO and CENT-LO-NoE using a

53NoE is mnemonic for “no elicitation.” Subjects in CENT-LO-NoE and CENT-ALL-NoE do not submit
entire strategies; instead, they play out the extensive form by choosing T or P at each node reached.
54It is tempting to test the other direction of contamination by running treatments with elicitation but
without strategy choices. But this would require that subjects become inactive third parties, stating
beliefs about a game played between two others. This might drastically change how they view and analyze
the game, and so it’s not clear that we should expect those beliefs to be comparable to our current data.
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Game:
Dom. Common Prisoners’ Asymm. Asymm.

Solvable Interest† Dilemma M.P.† Coord.
Treatment Strategy Row Col Row Col Row Col Row Col Row Col

SIM
U or L 75 19 72 74 19 26 64 32 66 36
D or R 0 56 3 1 55 48 9 41 5 38

SIM-NoE
U or L 30 2 28 30 11 9 24 7 19 23
D or R 0 28 2 0 19 21 6 23 11 7

χ2 test p-value: 1.00 0.03 0.56 0.53 0.26 0.62 0.32 0.051 0.0002∗ 0.009

TABLE IV. Strategy choices with elicitation (SIM) and without (SIM-
NoE) for each player role in each game, with chi-squared test p-values.
†Elicitation data reported in the appendix. ∗Rejection of equality between
treatments at the 5% level with either a Bonferroni or Holm-Bonferroni
correction.

Fisher’s exact test yields no significant difference (p-value of 0.777). Similarly, no sig-
nificant difference is found between CENT-ALL and CENT-ALL-NoE (p-value of 0.612).
We conclude that elicitation does not significantly affect game play in these centipede
game treatments, suggesting that contamination may actually not be a large concern
here.

Results for the SIM and SIM-NoE treatments are shown in Table IV. The frequency
of each strategy choice for each player role in each game is shown. The bottom row
shows p-values from χ2 tests of equality between treatments. Given that we report ten
separate tests, we drop the threshold for significance accordingly (using either the Bon-
ferroni method or Holm-Bonferroni methods) and find only one significant difference:
row players in the asymmetric coordination game appear to be sensitive to the presence
of elicitation. Specifically, it appears that elicitation may have increased the “stubborn”
behavior of row players in favoring their preferred equilibrium, with row players choos-
ing U . The difference for the column player is marginally insignificant after correction,
but directionally is consistent with them favoring their preferred equilibrium by playing
R. There is also suggestive evidence that, in the dominance solvable game form, elic-
itation caused the column players to choose L more often, perhaps because elicitation
made the cost of the ($1,$1) outcome more salient.

Overall, evidence for contamination is limited. In most games we see no difference in
behavior when elicitation is removed. And, under our assumption that elicitation only
increases C-EU-rationality, we view our results as providing a lower bound on the levels
of C-EU-irrationality present in typical experiments without elicitation.
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L R
U $5,$5 $5,$5
D $100,$5 $5,$5

FIGURE XV. A game form in which consequentialism is likely to fail.

Issue #2: Consequentialism

Traditional game theory takes as primitive cardinal payoffs of the form ui(si, s−i), which
allows the possibility that two strategy profiles which lead to the same outcome are eval-
uated differently. To illustrate, consider the game form shown in Figure XV. For the row
player it is plausible that ui(U ,L) ̸= ui(D,R). Profile (U ,L) generates a payoff of ($5,$5)
(instead of ($100,$5)) because the row player chose to play U . Intuitively, it is their own
fault they did not get $100. The profile (D,R) also generates a payoff of ($5,$5), but in
this case the “fault” belongs to the opponent. It seems entirely plausible that, for the
row player, ui(U ,L) ̸= ui(D,R) even though π(U ,L) = π(D,R). Thus, consequentialism
(which assumes π(s)=π(s′)⇒ ui(s)= ui(s′)) is violated.

Ideally, we would elicit ui(si, s−i) instead of ui(π(si, s−i)), avoiding the need to as-
sume consequentialism. To our knowledge, however, it has not been demonstrated that
ui(si, s−i) is an elicitable quantity. And we conjecture that it cannot be elicited in an
incentive-compatible way. In particular, the row player in Figure XV who knows they
will select si = D cannot be paid in the counterfactual event that si =U . Thus, ui(U ,L)
cannot be incentivized in the play of this game. One might construct related decision
problems or games that might be used to infer ui(U ,L), but by changing the game or
decision problem we change the embedded meaning of the strategies and therefore can-
not be sure that they are interpreted by the subject as truly identical to (U ,L). Given
this difficulty, we are forced to assume consequentialism and concede that all appar-
ent failures of rationality could in fact be failures of consequentialism. Indeed, for the
prisoners’ dilemma, this is our preferred interpretation.

IX. DISCUSSION

What have we learned from these epistemic experiments? If we were to construct a post
hoc model to try to organize these results, what elements would it contain? Certainly
it would need to respect the fact that preferences are uncertain, and this uncertainty
can drastically alter behavior as in the centipede game form. It would model games as
Bayesian games, rather than complete-information games. But it would also need to
feature certain types of C-EU-irrationality to capture the irrational cooperation we see
in the prisoners’ dilemma, or the stubbornness we see in the asymmetric coordination
game.



EPISTEMIC EXPERIMENTS 37

For better or worse, the phenomena we observe are quite specific to their game forms,
making any search for a unifying model appear to be hopeless. This mirrors a fre-
quent complaint of game theory: Its predictions are often very sensitive to the details
and mechanics of the game. While one model of oligopoly predicts stark competition,
a perturbed version leads to successful collusion. Knowing which prediction to apply
therefore requires extensive knowledge of the underlying interaction. But, as many
have pointed out (including Kreps, 1990), this criticism can be turned on its head: Game
theory should instead be lauded for its ability to capture the importance of such fine
details of an interaction. In the same way, behavioral phenomena appear to be quite
game-specific, and maintaining a healthy respect for that sensitivity both helps us to
understand the role of the game form on human behavior and prevents us from writing
overly-simplified behavioral models that miss this important heterogeneity.

Although not pursued here, elicitation data can also be used to provide stronger tests
of existing theories. For example, both the level-k theories (Nagel, 1995; Stahl and Wil-
son, 1994, 1995; Camerer et al., 2004) and quantal response equilibrium (McKelvey and
Palfrey, 1995) could be used to explain the strategy choice data from the asymmetric
coordination game, but our elicited belief data do not line up with the underlying as-
sumptions about beliefs from either model.

Similarly, one could use elicited utilities to test various models of social preferences.
Such models are often tested using choice data alone, but in principle these tests could be
augmented with direct measurement of preferences over outcomes. Our measurement
shows substantial heterogeneity in the exact shape of players’ social preferences.55

One important area for future work is to understand better the role of noise or sto-
chastic choice in elicitation. First, to what degree are elicited quantities stochastic? Is
that stochasticity intentional or better modelled as noise? Second, if responses are sto-
chastic, how does that affect our conclusions? Will it generate systematic biases? For
example, Collins and James (2015) show how noise can generate a bias: the preference
reversal phenomenon can largely be explained by stochastic choice in the Becker et al.
(1964) elicitation method. On the other hand, McGranaghan et al. (2024) show how the
choice list method we apply can be more robust to noise. They prove that, when study-
ing common ratio effects with stochastic choice, eliciting lottery values via choice lists
removes the effect of noise, whereas binary choices can lead to systematic differences
depending on how close to indifferent are the two options.

Obviously, our elicitation methodology can be applied wholesale to any games of in-
terest. Given the findings of ?, it might be interesting to run epistemic experiments on
games with more than two players to explore whether players believe others have the
55Details of this, and of the tests of level-k and quantal response equilibrium beliefs, are available upon
request.
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same beliefs as themselves. Another open question is whether there are other quantities
that would be valuable to elicit. Those chosen here were based on the epistemic game
theory framework, but in practice other quantities may be important in actual decision-
making. And which quantities are important may also depend on the game form. Along
these lines, we view elicitation as complementary to other choice-process data, such as
eye tracking or response times, all of which are used to augment strategy choice data to
help understand and model the underpinnings of strategic choice.
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