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1. Model estimation via MLE: how to code it Finite mixture models
2. Model selection: Cross-validation vs. BIC vs. AIC



Maximum Likelihood Estimation

Likelihood function
- y: random variable, 6: set of parameters
f(y|0) :pdf, identifies the DGP
+ The joint density of n i.i.d. observations from this process

- Ynl0) = Hf yil6)



Maximum Likelihood Estimation

Likelihood function
- y: random variable, 6: set of parameters
- f(y|0) :pdf, identifies the DGP
+ The joint density of n i.i.d. observations from this process

Fvi-..val8) = [TF0i8) = L@ly)

i=1

* L(@]y): function of the unknown parameter vector, 6,
given observed data y



Maximum Likelihood Estimation

Example

« 2-player, 3x3 game
. S set of strategies, s; € S;
« oi(s;): i's probability of playing s; in mixed strategy o;(-)
* Uj(o,00) = 2(51,52) 01(51)02(S2)Ui(S1,S2)
* BRj(0j) = argmaxs,u;(s;, o;)
- logistic response

exp(Aui(si,o;))

LRi(o| i Sp)(si) = § = OO
oif s; € S

if s; € S]



Maximum Likelihood Estimation

Example
Level-k with logistic trembles

« Observed data: a played strategy

« parameter:
e (prob. tremble), \ (precision parameter), k (hierarchy level)

+ pdf(pmf) identifies DGP..
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Maximum Likelihood Estimation

Example
Level-k with logistic trembles

« Observed data: a played strategy

« parameter:
e (prob. tremble), \ (precision parameter), k (hierarchy level)

« pdf(pmf) identifies DGP.. Thus, pdf = probability of playing s;

« Assume for logistic trembles, tremble over all possible
strategies

* Let o7“(-|R) = BRj(o{*(:|k — 1)), and assume unique best
response

FX(siles A R) = gasgsy - (1= €) + € LRi(of (IR — 1))|A, S)(s1)



Maximum Likelihood Estimation

Example
QRE

« Observed data: a played strategy
- parameter:\ (precision parameter)
+ pdf(pmf): probability of playing s; under QRE

FEE(siIA) = LRi(0FE ([N, Si)(s1)

For a set of game G = {1,2,3...,G}, let 5;9 be a strategy that i plays
in game g. Then,

FH(sle A k) = [T (e, A, B) = L*¥(e, A, RIs)
geG

and
fQRE S‘)\ HfQRE Sg|)\ LQRE()\|S)
gee 6



Maximum Likelihood Estimation

« Maximum Likelihood Estimation:
Finding a parameter(s) that maximizes a likelihood function

« Selects the parameter values that make the observed data
most likely.

+ Usually, take log to the likelihood function for convenience



Maximum Likelihood Estimation

Example

Game1|T M B Game2|T M B Game3‘T M B

T |25 30 100 T |30 50 100 T |10 100 40
M |40 45 65 M |40 45 10 M| 0 70 50
B(31 0 40 B35 60 0 B|20 50 60

- Suppose that a subject plays M, T, B

« Let A € {0.01,0.05,1}

+ log(L®(0.01|(M, T, B))) = l0g(0.3628) + log(0.3914) + l0g(0.3311)
+ log(L%*(0.05|(M, T, B))) = log(0.5391) + l0g(0.5355) + log(0.3518)
« log(L%E(1|(M, T, B))) = log(1) + log(0.7024) + l0g(0.9999)

- Thus, in this example X = 1



Finite Mixture Model

+ So far, only one model for one likelihood function
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+ For example, Georganas et al., (2015) show that a cognitive
hierarchy is not persistent across classes of games
 Suggests that estimating with one hierarchy cannot be valid.



Finite Mixture Model

+ So far, only one model for one likelihood function

- Is it a valid approach?
+ For example, Georganas et al., (2015) show that a cognitive
hierarchy is not persistent across classes of games
 Suggests that estimating with one hierarchy cannot be valid.
- Another example at the population level, people might have
different risk preferences, etc.,



Finite Mixture Model

“Mix"models

*m=1,2,...,Mdenotes model

* FY) = X mes Tmfm(¥10m), Where o = ({8m}ih_y, 71, 72, . .., 7m)
« Usually, fm(y,0m) (called component density) are taken to
belong to the same parametric family.
- There are special cases where component densities are taken to
be different (nonstandard mixture)

« posterior probability that data is drawn from model m, given

observed datayis mp, - f"jlgl‘ir;)

+ A parametric family of densities is primitive. Each component
has distinct values

« Using MLE to fitting mixture distributions = (Most commonly
used way)
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Model Selection

Going back to Level-k and QRE Example

+ Suppose that an experimenter wants to compare which model
better explains data
« They can horse-race models
+ Using MLE?
- For level-k, find the ML estimates (¢, , k)
plug in those values to the level-k model’s likelihood function
- For QRE, find the ML estimate A
plug in X to the QRE’s likelihood function
« Compare the likelihood values of two models and pick the model
that gives the higher value

"



Model Selection

What is the problem with ML approach?

+ level-k has three parameters, while QRE has only one parameter

+ level-k has more “flexibility"
+ Consider a weird model with co numbers of parameters
« oo flexibility
- Can explain any behavior in the data
« Then, this model “wins"just because it has more flexibility, not
because it is true DGP.
+ Need for fixing the problem of over-fitting due to large # of
parameters
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Model Selection

How to penalize over-fitting due to large numbers of parameters?

« AIC (Akaike information criterion)
+ BIC (Bayesian information criterion)
+ Cross-Validation

13



Model Selection: AIC, BIC

- AIC =2RIn(n) — 21In(L)
« BIC=RIn(n) — 2In(L)

where

- L=the maximized value of the likelihood function of the model

« From observed data, get ML estimates, and plug into the ML
function

« n=number of observed data point
- In our example, the number of games subjects played
* kR = number of parameters

* In level-k model, k=3
InQRE, R =1

14



Model Selection: AIC, BIC

- AIC =2RIn(n) — 21In(L)
« BIC=RIn(n) — 2In(L)

* The preferred model is the one with the minimum AIC/BIC value

 The second term gives benefits to the model with
goodness-of-fit

* The first term gives a penalty to the number of parameters
+ Those can be only used for linear-models
 Can be used only when n >> k

15



Model Selection: Cross-Validation

« k-fold cross-validations
« Divide data into k sub-samples

+ For example, 12 data points, 4 sub-samples that include 3 data
points each

« kR —1sub-samples = training data
« Fit the data to a model (MLE, MSE ...)
- one sub-sample = testing data

+ Using the fitted parameters from training data, test the model i.e.,
Plug in the estimated parameter to the goodness-of-fit function
used for training (MLE, MSE, ...)

+ Repeat this for K times

« Extreme case of Ko fold cross-validation is leave-one-out
cross-validation that K = n, where n= number of data points



Model Selection: Cross-Validation

How does Cross-Validation penalize the number of parameters?

Consider the following example..

« Suppose that subjects played four games

- For three games, a subject’s choices coincide with the level-k
level-1's predictions

« Then ¢ = 0 and log-likelihood function value is 0.

« Suppose that the subject did not play level-1's predicted
strategy.

« Then for the testing data (fourth game), é = o results in —co

« For QRE, less likely to over-fit (since it has only one parameter).
Less likely to have —oo for testing data



Model Selection: Cross-Validation

+ Cross-Validation penalizes the number of parameters internally.

« Over-fitting due to a higher number of parameters penalizes
deviation from the prediction a lot in the testing data

« No restriction for models being tested; does not have to be
linear



Model Selection

+ SO, is Cross-Validation a perfect solution for model selection?
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Model Selection

+ SO, is Cross-Validation a perfect solution for model selection?
* NO!

+ The penalization can be “tooRevere

+ See Healy & Park (2023) for suggestions :)
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